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Abstract—Although the openflow-based software defined
network (SDN) architecture can ease the workload of network
control and management and separate it from the switch/routing
operations, a computation-resource limited controller can still be
congested by heavy flows and then experiences serious delay. To
enhance network scalability and reduce computation delay on
SDN networks under Quality of Service (QoS) requirements, a
hierarchical edge-cloud SDN (HECSDN) controller system design
is proposed with three features. First, by sharing computational re-
sources in the edge and the cloud, the system architecture provides
a flexible mechanism for devices to allocate their computational
tasks according to traffic loads. The second feature is to design a
queueing model of the proposed architecture. The model descrip-
tion of the networking architecture enables the network designers
to quickly estimate the performance of design without considerable
time and cost in experimental setups. Third, derived from the
queueing model, an efficient load-balancing algorithm satisfying
QoS requirements or fairness allocation for different applications
in the HECSDN architecture is proposed. This newly-developed
multi-tier controller system has been proved to be effective even
when working on a large-scale SDN, without sacrificing the
overall performance. Moreover, this system stays highly stable in
transient periods even under highly fluctuating flow arrivals.

Index Terms—Adaptive optimization, cloud computing, hierar-
chical software defined network (SDN), load-balancing, network
modeling, queuing theory.

I. INTRODUCTION

THANKS to revolutionary wired and wireless communi-
cations, new network applications, such as smart/digital

programs, intelligent sensors, and AI-based Internet-of-Things
applications have brought much more convenience to the society
than ever before. However, many applications based on the con-
ventional network architecture could not afford enough flexibil-
ity in their network management and operations. In many cases,
the architecture cannot efficiently deal with huge network sizes
or overload traffic conditions, especially if they need to provide
sufficient Quality of Service (QoS) for different delay-sensitive
applications, such as voice over Internet protocol (VoIP), video
streaming, and online games.
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Openflow-based software defined network (SDN) [1], [2] has
seen a very promising approach in the future landscape of the
Internet. It can help facilitate the deployment and operation of
new services [3]. The SDN can also improve network efficiency
through high level novel abstractions so as to provide dynamic
programmability for real-time centralized intelligence [4].

The SDN mainly consists of controllers and switches. When
a new network flow arrives, the switch will match the header
of the packet with flow entries and send the unmatched packet
to the controller with a packet-in message [5]. The controller
then computes the routing path for each data flow and sets the
flow table to all corresponding switches to meet the need of the
global network. This enables an SDN to simplify its network
configurations and resource management.

However, when the amount of computation requests grows
large along with the size of the network, insufficient processing
capacity of a single controller may make itself a bottleneck of
incoming traffic flows [6]. The limited processing capacity of
the controllers may result in unbearable delay under high traf-
fic demands. The performance and scalability of the controller
architecture thus become a critical problem [7], [8].

Various methodology and performance models have aimed
to enhance the scalability of SDN networks. Here, we examine
two categories of these previous works related to this paper:
Delay-reduction in SDN and scalable cloud computing.

A. Delay Reduction in SDN

Many existing SDN studies have tried different approaches
in improving end-to-end QoS, e.g., Joksch [9] formulated the
problem as a constrained shortest path problem and solved it by
using dynamic programming. Jia and Varaiya [10] discovered
the best routing path through the Bellman–Ford algorithm.

In turn, other research works focused on the load-balancing
design of multi-controllers as a way to deal with the scalabil-
ity of SDN controllers. Load-balancing of multiple controllers
can be mainly divided into two categories: centralized and dis-
tributed. For typical centralized load-balancing, Zhao et al. [11]
proposed an implementation on communication protocol in the
control plane to realize their hierarchical design of multiple con-
trollers. Ma et al. [12] presented a centralized load-balancing
mechanism to eliminate the bottleneck of the centralized control
in a network. For distributed load-balancing approaches, Zhou
et al. [13] proposed a method that allow every controller to make
load-balancing decisions locally.
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Fig. 1. New hierarchical edge-cloud SDN controller system.

B. Scalable Cloud Computing

Cloud computing can serve as a computing architecture as
well as network design that can provide easy access to comput-
ing resources [14]. Several developments of applications have
been made possible through the aid of cloud computing. A good
case in point is mobile cloud computing [15].

Many works were initiated in this regard and extensive
surveys on cloud computing are available in the literature. For
instance, a scalable algorithm is implemented to choose a set of
near clouds that minimizes offload duration and mobile power
consumption in a two-tiered cloud architecture [16]. Ramezani
et al. [17] designed a multiobjective cloud load-balancing
technique and proposed a particle swarm optimization-genetic
algorithm that can provide good QoS for different mobile
applications. Moreover, analysis and techniques on parallel
programming and distributed computing have also been
developed to increase processing efficiency [18], [19].

In addition to the two categories of the abovementioned
works, many research works related to network performances
also focused on optimization modeling techniques for seeking
efficient solutions [20], [21]. Nevertheless, despite the amount
of abovementioned works, the integration of cloud computing
and SDN are seldom considered. Most of the solutions for en-
hancing the overall performance of SDN systems are not good
enough to satisfy the needs for different QoS. Only a few works
focused on the requirements of various applications [22]. How-
ever, in nation-wide networks, controllers are required to pro-
cess millions of flows per second without compromising the
QoS of network flows [23]. Therefore, the objective of this
paper is to help enhance network scalability and reduce com-
putation delay in SDN while providing guarantee for QoS and
fair resource allocation. For these reasons, a hierarchical edge-

cloud SDN (HECSDN) controller system is proposed in this
paper.

The HECSDN controller system has the following three fea-
tures. First, by sharing computational resources in the edge and
the cloud, the system architecture provides a flexible mecha-
nism for devices to allocate their computational tasks accord-
ing to traffic loads. Second, the queueing model of the investi-
gated SDN networking architecture enables network designers
to quickly estimate the performance of their designs without
spending considerable time for expensive experimental setups
[24]. Third, an efficient load-balancing algorithm is designed
along with the proposed queuing model to provide QoS guaran-
tee and fairness allocation for different applications.

The proposed HECSDN model can work as a basis that pro-
vides optimized formulation and adaptively minimizes the sys-
tem delay or maintains fair resource allocation according to the
status of traffic flows. Through the optimization of delay wait-
ing time in the queuing model, the best load-balancing solution
will overcome the delay bottleneck and maintain high-level QoS
for various network applications in different traffic patterns in
large-scale networks.

Later in this paper, with simulation results of several exam-
ple networks, we also validate the advantages of the proposed
HECSDN system.

II. HIERARCHICAL EDGE-CLOUD SDN CONTROLLER SYSTEM

A. System Architecture

The HECSDN controller system consists of two segments, the
edge and the cloud (see Fig. 1). The edge segment consists of two
types of controllers, forming a hierarchical control plane, which
includes the first-tier central controller and the second-tier local
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controllers. The cloud segment consists of a cloud controller and
the communication links. A cloud controller, which is a support-
ing computation resource for the purpose of load-balancing in
signal-packet processing, borrows the idea of the cloud com-
puting infrastructure and offers strong computation power in a
data center. As for the communication links, they can be further
categorized into forward links and backward links. The forward
links are in charge of flow signals and control messages sending
from the switches and the central controller to the cloud con-
troller, while the backward links take care of flow signals and
controller messages sending back to the switches and the central
controller from the cloud controller.

In operations, as signal-packets from new flows are sent from
the SDN switches to the control plane, the central controller
shall first make load-balancing decisions for signal-packets be-
tween the local controllers and the cloud controller, acting as a
dispatcher. The local controllers and the cloud controller then
deal with the processing requests of signal-packets according to
the dispatching decisions.

1) Switches and Terminals: The switches and the terminals
are shown in the lower part of Fig. 1. Each switch can support
various data flows with total of k types in the network. Flow
data-packets originating from the same source and ending in the
same destination are considered as the same data flow. In this
paper, transmission control protocol (TCP) flows are considered
to play the major role among all data flows, and the extracted
header information in first TCP packet in a data flow is the flow
signal-packet.

2) Central Controller: With the global view of traffic sta-
tus in the control plane, the central controller, which includes
a dispatcher mechanism, is responsible for managing the load
distribution of flow signals among the local controllers and the
cloud controller. The modes of the dispatcher in the central
controller can be divided into two: the delay-objective mode
and the fairness-objective mode. The delay-objective mode is
activated when the system is capable of handling all input traf-
fic loads of flow signal-packets. The dispatcher in this mode
aims to minimize total mean delay while satisfying QoS for all
network applications. The fairness-objective mode, in addition,
is activated when the total signal load is too heavy for all the
local controllers and the cloud controller to satisfy QoS require-
ments. In this mode, instead of focusing on the performance
of the overall mean delay, the objective of the dispatcher is to
provide minimax fairness allocation on delay for all network
applications to assure resource allocation fairness.

3) Local Controller: The local controllers are responsi-
ble for computing the routing path for these incoming flow
signal-packets and setting flow tables for all the corresponding
switches, from which the signal-packets arrived. Meanwhile, to
ensure that the central controller maintains the real-time traffic
status of all local controllers in the control plane, the local con-
trollers must update their own traffic conditions for the central
controller after path computation. These traffic-updates can be
classified into two fashions, reactive and proactive. In reactive
traffic updates, a controller informs its traffic status to the central
controller through a control message when being overloaded
by flow signal-packets. In proactive traffic-updates, all local

Fig. 2. System architecture of the edge-cloud queueing network.

controllers send their own traffic conditions to the central con-
troller periodically so as to ensure that every alteration in the
data flow traffic is well-considered all times.

4) Cloud Controller: As a supporting computation resource
for signal-packet processing, the cloud controller provides
strong computation capacity on the basis of cloud computing.
With the aid of the cloud controller, the system is capable of
handling larger traffic amount and significantly decreasing the
flow level of waiting time in control plane processing. For small
scale systems, the cloud controller can be just a single virtual
server operating on one virtual machine (VM). When the sys-
tem scalability is a concern, it can be extended to operate with a
large number of VMs. However, for simplicity, in the model of
this paper the cloud controller is assumed to operate on a single
VM in one remote data center.

B. System Operation

Upon the arrival of a new data flow, the SDN switch should
extract its matching fields from all protocol headers to compute
the flow key [3]. The switch then looks up its flow tables to
match an entry with the key. If the match fails, the switch fires
off a flow signal-packet and this signal-packet is forwarded to
the central controller for its dispatching decision. The signal
packets are then processed by its connected controller, which
can be either one of the local controllers or the cloud controller.
After receiving new processing requests for a period of time,
the controllers must update their own traffic status to the central
controller. If any alteration in data flow traffic patterns occurs,
or when any local and the cloud controller is overloaded, or
when the QoS requirements for current signal-packet arrivals is
no longer satisfied, the central controller then activates the load-
balancing mechanism and reassigns the workload distribution
for the signal-packets.

C. System Queueing Model

In order to design and analyze the load-balancing system, this
research models the SDN network as a queuing network (see
Fig. 2). The network model of the system is divided into two
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Fig. 3. Queueing model of an SDN switch with service rate μs .

TABLE I
NOTATIONS OF THE SDN QUEUEING MODEL

major segments, edge, and cloud. The network model in the
edge consists of the SDN switches and local controllers. Since
the phenomenon of packet groups is a natural artifact of the TCP
so that the SDN switch is modeled as a component composed
of a M [x]/M/1 non-preemptive priority queue with service rate
μs as shown in Fig. 3.

As data-packet arrivals enter from the external traffic sources
into the switch, which performs table look-up operation, the
switch classifies the data-packet arrivals into two types, old and
new. Old arrivals correspond to data-packet flows coming from
the same source to the same destination as historical arriving
flows. For new arrivals, the signal-packets will be send to the
controllers for path computation over switch j ( j � S1 where
S1 = {1,2, . . . ,m}) with rate pjλjSj .

A summary of mathematical notations is available in Table I.
After the path computation of their packets, the signal-packets
from the same flow are transferred back to the M [x]/M/1 queue
with first priority (first Priority). Flows from the data source
are considered as the arrivals with the second priority (second
Priority).

Local controller i (i � S2 where S2 = {1,2, . . . ,n}) is modeled
as an M/M/1 queue with service rate μi , which is determined
by the computational ability of controller i. Arrivals of every
controller are considered the combination of flow signals from
every switch in the network with different proportions.

Every switch sends the different proportion of the new
network flows signals into every controller for path com-
putation. The arrival rate of local controller i can be

formulated as
∑

j φij pjλjSj . In addition, the cloud consists
of the cloud controller and the communication links. The cloud
controller is modeled as an M/M/1 queue with service rate
μc . The arrival rate of the cloud controller can be written as∑

j φcj pjλjSj .
For arrivals of signal-packets sent to the cloud controller, the

total waiting time of a packet is the sum of the round trip commu-
nication delay in the links and the queuing processing delay in
the cloud controller. For arrivals sent to the local controllers, the
communication delay inside the edge is negligible for that the
distance between the control plane and the data plane is much
shorter than the edge-to-cloud distance. The edge-to-cloud dis-
tance represents the physical length of optic fiber between d the
edge and cloud controller. For the communication links in the
queueing system, two queues model the delay of link commu-
nication. The delay between edge and cloud is modeled as an
M/M/∞ queue with service rate μd . The value of μd is de-
termined by d with μd = c/d, where the packet traveling speed
c is considered as the speed of light without loss of generality.
The mathematical notations of the queueing model are given in
Table I.

III. EDGE-CLOUD SDN LOAD-BALANCING ALGORITHM

A. Edge-Cloud SDN Load-Balancing Algorithm

To enhance the sustainability and efficiency on the operation
of the network for QoS requirements and resource allocation
fairness, the ECSDN load-balancing algorithm is proposed. For
simplicity, the term original delay bound refers to the delay lim-
itations of different applications; adjusted delay bound to delay
bounds added with an additional guard interval; enlarged delay
bound to the newly assigned delay bound under the fairness
objective mode.

The central controller monitors the status of all the local con-
trollers and the cloud controller. If one of the three conditions
occurs in any of the controllers, i.e., input arrival alteration,
controller overloading, or QoS of certain application becom-
ing unsatisfied, the controller send a control message to the
central controller requesting for load assignment modifications.
Simultaneously, the other controllers are requested to send their
current traffic status to the central controller.

After receiving the traffic status from all controllers (local and
cloud), the central controller, acting as a dispatcher, determines
whether the QoS requirements of all signal-packet arrivals can
be satisfied. If QoS can be satisfied, the dispatcher operates in the
delay-objective mode. Optimization in this mode is to minimize
a combined objective consisting of the total mean delay and the
allowed additional guard interval for QoS constraints. However,
if the dispatcher finds out that the QoS cannot be satisfied under
the current traffic condition, the dispatcher moves on to oper-
ate in the fairness-objective mode. Optimization in this mode
is performed both to satisfy the original delay bound Dk of all
resource-affordable applications and to minimize the enlarged
delay bound δ for all other resource-unaffordable applications.
Mathematical formulation of the optimization problems is de-
rived in the following sections. Additional notations employed
in the optimization formulations are given in Table II.
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TABLE II
ADDITIONAL NOTATIONS FOR THE OPTIMIZATION FORMULATIONS

B. Delay-Objective Optimization

When computational resource suffices, the dispatcher oper-
ates in a delay-objective mode. In this mode, the dispatcher mini-
mizes the average delay and protects the delay bounds by adding
guard intervals for all types of applications. This is achieved by
allocating appropriate portion of flow signal load message to the
local controllers and the cloud controller. The guard intervals
adjust the delay bounds of all applications by decreasing the
amount of time from the original delay bound.

As the guard interval increases, all applications receive a bet-
ter performance with reduced packet delays and overdue ratio.
To fulfill the minimax fairness criteria on the guard interval,
the delay bounds of all applications are protected with the same
amount γ. The objective function be formulated as

minimize f = β

[
∑

i

(

μi −
∑

j

φij pjλjSj

)−1

+

(

μc −
∑

j

φcj pjλjSj

)−1]

− (1 − β)γ

(1)

where
∑

i (μi −
∑

j φij pjλjSj )
−1 + (μc −

∑
j φcj pjλjSj )

−1

corresponds to the total mean signal-packet waiting time in all
controllers, γ to the amount of guard interval for protecting
the delay bound, β to the weighting factor when considering
the different importance between a total of the mean waiting
time and the size of the guard interval. The objective function
is to minimize the sum of total mean delay and negative value
of guard interval −γ to achieve a better delay to QoS for all
applications. The constraints for the optimization problem are
derived in the following sections.

1) Optimization Constraints: For every local controller i, the
QoS formulation acts to assure the probability that the waiting
delay wi satisfies the adjusted delay bound Dk for type k (�k �
S3 where S3 = {1,2, . . . ,K}) application is larger or equal to
αik , which can be described as

Pr{wi ≤ D′
kD} ≥ αik ∀i ∈ S1 , k ∈ S3 (2)

where Dk
′ = Dk − g.

Similarly, for the cloud controller, the QoS formulation works
to assure the probability that the waiting delay wc satisfies the
adjusted delay bound D′

k for type k application is larger or equal
to αck , which can be described as

Pr{wc ≤ D′
k} ≥ αck ∀k ∈ S3 . (3)

To ensure that the round-trip delays of a type k flow signal
arrival across all controllers is below D′

k with probability larger
or equal to ηk , where ηk is a predetermined value for type k
flow signal, the optimization process will then search and find
appropriate values of αik and αck so that their combined QoS
satisfy the criteria in
⎛

⎝
∑

i

∑

j∈type k

αjkφij pjλj Sj +
∑

j∈type k

αckφcj pjλj Sj

⎞

⎠

×
⎛

⎝
∑

j∈type k

pjλj Sj

⎞

⎠

−1

≥ ηk · 100% ∀i ∈ S1 , j ∈ S2 , k ∈ S3 .

(4)

In other words, the restriction in (4) means that the weighted
average of delay constraint conforming probability, αik and αck ,
across all controllers in the SDN network for type k flow signal
is assured to be larger or equal to ηk . To obtain individual nodal
parameters αik and αck is one part of the optimization problem.

2) Constraint Formulations for Edge Local Controllers: To
define the constraints for local controllers that corresponds to
(2), let Xi,local be the random variable of packet waiting time
in local controller i. Since we use a single server queue with
exponential service time to model every SDN switch, the waiting
time of a packet follows exponential distribution, i.e.,

Xi,local ∼ exponential

⎛

⎝μi −
∑

j

φij pjλjSj

⎞

⎠ ∀i ∈ S1 , j ∈ S2

(5)
and its cumulative density function (CDF) is denoted as Flocal().
The constraints for local controllers can then be written as

Flocal(D′
k ) ≥ αik ∀i ∈ S1 , k ∈ S3 (6)

where

Flocal(D′
k ) = Pr{wi ≤ D′

k}. (7)

By Shortle et al. [25], it can be derived that

1 − exp

⎡

⎣−
⎛

⎝μi −
∑

j

φij pjλjSj

⎞

⎠D′
k

⎤

⎦

≥ αik ∀i ∈ S1 , j ∈ S2 , k ∈ S3 (8)
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and it is equivalent to
∑

j

φij pjλjSj − μi − ln(1 − αik )D′−1
k

≤ 0 ∀i ∈ S1 , j ∈ S2 , k ∈ S3 (9)

which implies that the delay constraint conforming probability
in controller i is assured to be larger or equal to the probability
αik .

Meanwhile, to stabilize the network system in the edge, the
utilization of a local controller (assuming controller i) needs to
satisfy

Ui,local =
∑

j

φij pjλjSjμ
−1
i ≤ 1 ∀i ∈ S1 , j ∈ S2 . (10)

3) Constraint Formulations for Cloud Controller: Similarly,
to derive the required constraints for the cloud controller that
satisfies (3), one should set Xc to be the random variable of
delay waiting time for packets sent to the cloud controller. As
shown in Fig. 2, Xc is the sum of the edge-cloud round trip
delay components, i.e., Xc,forward , Xc,backward the link delay
over the forward and the backward links, and the packet waiting
delay Xc,cloud in the cloud controller. In this paper, the forward
link from a switch to the cloud and the backward link for the
cloud to a switch are both modeled as an infinite server queue
with service rate μd .

Similar to the edge local controller, the distribution of the
packet waiting time (Xc,cloud) in the cloud controller follows
an exponential distribution with rate μc −

∑
j φcj pjλjSj as

shown in (5). Now, the total waiting time Xc can be then be
derived via Xc = X2−hops + Xc,cloud , where X2−hop is the sum
of Xc,forward and Xc,backward .

Finally, using the CDF of Xc , the constraint that corresponds
to (3) can now be derived as

Fc

⎛

⎝D′
k ;μd, μc −

∑

j

φcj pjλjSj

⎞

⎠ ≥ αck ∀j ∈ S2 , k ∈ S3

(11)
where

Fc

⎛

⎝D′
k ;μd, μc −

∑

j

φcj pjλjSj

⎞

⎠ = Pr{wc ≤ D′
k} (12)

which represents that the delay constraint conforming probabil-
ity in the cloud controller is guaranteed to be larger or equal to
the probability αck .

Similarly, to stabilize the network system in the cloud, using
the cloud controller is also controlled within 1 with constraint

Ucloud =
∑

j

φcj pjλjSjμ
−1
c ≤ 1 ∀i ∈ S1 , j ∈ S2 . (13)

4) General Constraint Formulations: For every designated
probabilities φij , αik , and αck , the value should be restricted
between 0 and 1. That is

0 ≤ φij ≤ 1 ∀i ∈ S1 , j ∈ S2 (14)

0 ≤ αik ≤ 1 ∀i ∈ S1 , k ∈ S3 (15)

and

0 ≤ αck ≤ 1 ∀k ∈ S3 . (16)

Since the sum of the assigned probabilities from switch j to
controller i is one, we have

φcj +
∑

i

φij = 1 ∀i ∈ S1 , j ∈ S2 . (17)

The guard interval γ should be limited to the range of 0 to the
minimum delay bound of all applications to ensure that newly
assigned delay bounds are all positive values, i.e.,

0 ≤ γ ≤ min(Dk ) ∀k ∈ S3 . (18)

5) Optimization Formulation: In general, when there are n
switches and m controllers, the formulation of the convex opti-
mization problem under adequate resources is depicted as

minimize
φi j ,αi k ,αc k ,γ

f

f = β

[
∑

i

(

μi −
∑

j

φij pjλjSj

)−1

+

(

μc −
∑

j

φcj pjλjSj

)−1]

− (1 − β)γ

s.t.
⎛

⎝
∑

i

∑

j∈ type k

αjkφij pjλjSj +
∑

j∈ type k

αckφcj pjλjSj

⎞

⎠

×
(

∑

j∈typek

pjλjSj

)−1

≥ ηk · 100% ∀i ∈ S1 , j ∈ S2 , k ∈ S3

∑

j

φij pjλjSj − μi − ln(1 − αik )D′−1
k

≤ 0 ∀i ∈ S1 , j ∈ S2 , k ∈ S3

Fc

⎛

⎝D′
k ;μd, μc −

∑

j

φcj pjλjSj

⎞

⎠ ≥ αck ∀j ∈ S2 , k ∈ S3

∑

j

φij pjλjSjμ
−1
i ≤ 1 ∀i ∈ S1 , j ∈ S2

∑

j

φcj pjλjSjμ
−1
c ≤ 1 ∀j ∈ S2

φcj +
∑

i

φij = 1∀i ∈ S1 , j ∈ S2

0 ≤ φij ≤ 1∀i ∈ S1 , j ∈ S2

0 ≤ αik ≤ 1 ∀i ∈ S1 , k ∈ S3

0 ≤ αck ≤ 1 ∀k ∈ S3

0 ≤ γ ≤ min(Dk ) ∀k ∈ S3 (19)

where φij , αik , αck , and γ are the decision variables of the
load-balancing controller system. In the delay-objective mode,
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given a pre-determined value η k for type k flow signal, fea-
sible solutions may not exist when the adjusted delay bound
D′

k for any type k surpasses its original delay bound Dk due
to the growth of the total input flow signal

∑
jλj . When no

feasible solution in the delay-objective mode can be found, the
system changes to fairness-objective mode to release the orig-
inal delay bound into the enlarged delay bound δ described in
Section III-C. When this occurs, the optimization tool (such as
MATLAB) used can easily provide model designer necessary
feedback.

C) Fairness-Objective Optimization

Under insufficient resource conditions, the optimization mode
changes to fairness-objective, which implements fair resource
allocation to guarantee that every application is provided with a
fair amount of resources. The dispatcher minimizes the enlarged
delay bound δ for the delay-unsatisfied applications and assigns
the original delay bound for the other delay-satisfied applica-
tions. Compared with the delay-objective mode, the fairness-
objective mode does not see the delay performance as a main
concern. All resources in this mode are distributed based on the
minimax delay criteria to make sure that every network appli-
cation is under a relatively fair delay bound.

In this mode, the dispatcher allows the delay bound of all
resource-affordable applications to be assigned as the initially
requested (the original delay bound), and minimizes the en-
larged delay bound of other resource-unaffordable applications
to δ, where δ is larger than the initially requested of the resource
unaffordable. Applications (K-types in total) are classified into
two sets, S and U. Resources affordable types belongs to set
S and resources affordable types to set U. Compared with the
delay-objective optimization, the constraints related to delay
bound now need to be modified.

For flow signals sent from resources affordable types of ap-
plications in set S to the local controllers, the QoS formulation
is to assure the probability that the waiting delay wi satisfies the
original delay bound DΩ for type Ω ∈ S application in this set
is larger or equal to αiΩ , which can be described as

Pr{wi ≤ DΩ} ≥ αiΩ ∀i ∈ S1 ,Ω ∈ S. (20)

For flow signals sent from resources unaffordable types of
applications in set U to the local controllers, the QoS formula-
tion is to ensure that the waiting delay wi satisfies the enlarged
delay bound δ for type ω ∈ U application in this set is larger or
equal toαiω , which can be described as

Pr{wi ≤ δ} ≥ αiω ∀i ∈ S1 , ω ∈ U. (21)

Similarly, for flow signals sent from resources affordable
types of applications to the cloud controller, the QoS formu-
lation also works to ensure that the waiting delay wc satisfies
the original delay bound DΩ for type Ω application in set S is
larger or equal to αcΩ , which is described as

Pr{wc ≤ DΩ} ≥ αcΩ ∀Ω ∈ S. (22)

For flow signals sent from resources unaffordable types of
applications in set U to the cloud controller, the QoS formulation

serves to assure the probability that the waiting delay wc satisfies
the enlarged delay bound δ for type ω application in this set is
larger or equal to αcω , which can be described as

Pr{wc ≤ δ} ≥ αcω ∀ω ∈ U (23)

From (20)–(23), the constraints formulation can be derived
from the results obtained in the delay-objective mode as in (24)
and (25). For resource affordable applications in set S, we then
can show

∑

j

φij pjλjSj − μi − ln(1 − αiΩ)D−1
Ω

≤ 0 ∀i ∈ S1 , j ∈ S2 ,Ω ∈ S (24)

and

Fc

⎛

⎝DΩ;μd, μc −
∑

j

φcj pjλjSj

⎞

⎠ ≥ αcΩ ∀j ∈ S2 ,Ω ∈ S.

(25)
In other words, (24) and (25) means that the delay constraint

conforming probability in controller i and the cloud controller
is assured to be larger or equal to αiΩ and αcΩ , respectively, for
resource affordable applications.

For the resource unaffordable applications in set U, we can
write

∑

j
φij pjλjSj − μi − ln (1 − αiω ) δ−1

≤ 0 ∀i ∈ S1 , j ∈ S2 , ω ∈ U (26)

and

Fc

⎛

⎝δ;μd, μc −
∑

j

φcj pjλjSj

⎞

⎠ ≥ αcω ∀j ∈ S2 , ω ∈ U

(27)
where (26) and (27) are used to assure that the delay constraint
conforming probability in controller i and the cloud controller
is guaranteed to be larger or equal to αiω and αcω , respectively,
for resource unaffordable applications.

Finally, the load-balancing problem in fairness-objective
mode can be modeled as a convex optimization problem and
described as

minimize
φi j ,αi k ,αc k ,δ

δ

s.t.
⎛

⎝
∑

i

∑

j∈ type k

αjkφij pjλjSj +
∑

j∈ type k

αckφcj pjλjSj

⎞

⎠

×
⎛

⎝
∑

j∈ type k

pjλjSj

⎞

⎠

−1

≥ ηk · 100% ∀i ∈ S1 , j ∈ S2 , k ∈ S3

∑

j

φij pjλjSj − μi − ln(1 − αiΩ)D−1
Ω

≤ 0 ∀i ∈ S1 , j ∈ S2 ,Ω ∈ S
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∑

j

φij pjλjSj − μi − ln(1 − αiω )δ−1

≤ 0 ∀i ∈ S1 , j ∈ S2 , ω ∈ U

Fc

⎛

⎝DΩ;μd, μc −
∑

j

φcj pjλjSj

⎞

⎠ ≥ αcΩ ∀j ∈ S2 ,Ω ∈ S

Fc

⎛

⎝δ;μd, μc −
∑

j

φcj pjλjSj

⎞

⎠ ≥ αcω ∀j ∈ S2 , ω ∈ U

∑

j

φij pjλjSjμ
−1
i ≤ 1 ∀i ∈ S1 , j ∈ S2

∑

j

φcj pjλjSjμ
−1
c ≤ 1 ∀j ∈ S2

0 ≤ φij ≤ 1 ∀i ∈ S1 , j ∈ S2

0 ≤ αik ≤ 1 ∀i ∈ S1 , k ∈ S3

0 ≤ αck ≤ 1 ∀k ∈ S3

φcj +
∑

i

φij = 1 ∀i ∈ S1 , j ∈ S2 . (28)

In the fairness-objective mode, given a pre-determined value
η k for type k flow signal, feasible solutions may not exist when
any application in set S surpasses its original delay bound DΩ
due to the growth of the total input flow signal Σjλj .

When no feasible solution in fairness-objective mode is avail-
able, the system then removes the QoS unsatisfied applications
from set S into set U and provide new feasible solution. There
always exist a feasible solution when all applications are cat-
egorized into set U since their delay bound δ can always be
enlarged.

IV. SIMULATION AND ANALYSIS

In this section, we validate the performance of the proposed
HECSDN system. The ECSDN algorithm in the system is com-
pared with the Greedy scheme facing different patterns of traffic
arrivals. In the Greedy scheme, the arrivals are allowed to dy-
namically choose the local controllers and the cloud controller
with the smallest number of waiting packets.

Here, the employed simulation program consists of two parts.
The first part for the queueing model simulation is coded with
Python. The second part for optimization is carried out using
MATLAB Optimization Toolbox Version 8.1.

A. Parameter Setup

A testbed with three local controllers, a cloud controller and
one central controller is established in this simulation. The
setting of model parameters on hardware (switches and con-
troller) processing rate and network traffic are considered as
the benchmark for numerical analysis according to real condi-
tions in previous related works. Considering the possible pro-
cessing rate variations in real conditions, the processing rate
of signal-packets for local controllers are set with different

Fig. 4. Flowchart of the ECSDN algorithm.

values around the processing rate of a typical controller, which
is 30 000 packets/s [12], which is μ1 = 33 000 (packets/s),
μ2 = 35 000 (packets/s) and μ3 = 32 000 (packets/s), respec-
tively. The cloud controller is assumed to operate over a VM with
combined processing capability of μc = 150 000 (packets/s).
Each switch is set with the data-packet forwarding rate μ3 =
50 000 (packets/s) [24].

According to real network traffic measurements [3], a packet
in the switch belongs to a new data flow with average probability
of pj = 0.03. The average number of packets per batch are set
to Sj = 8 for all switches j. The optimization parameter β can
be set to different values according to network requirements. In
this paper, β is set to 0.5 considering equivalent importance on
signal-packet mean delay and delay guard interval.

Performances are evaluated considering two major types of
delay-sensitive interactive applications: VoIP and video stream-
ing. Based on a series of subject tests, The International
Telecommunication Unit G.114 specification recommends less
than a 150 millisecond (ms) one-way end-to-end delay for high-
quality real-time traffic in audio and video streaming [26]. To
achieve great transmission performance, this paper considers
the control plane delay to be within 0.6 and 0.4 ms for VoIP
and video streaming. Moreover, the QoS requires the packet-
overdue ratios of the two types to be limited within 1%. In the
experiment, every switch allows data flow traffic arrivals of a
certain type.

B. Design of Arrival Patterns

This section describes the arrival pattern designed for testing
our algorithms under various traffic conditions and demonstrate
the result using two performance metrics, the packet mean wait-
ing time and packet-overdue ratio in the following section. In the
simulation, the packet corresponds to the flow signal-packets in
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Fig. 5. Arrival pattern over time.

the control plane. Type I application refers to VoIP and type II
to video streaming.

According to different arrival rates of data flows, the pattern
of type I arrival stream can be divided into three phases (0–50 s,
50 s-100 s, and > 100 s) as shown in Fig. 5. The Type II arrival
stream keeps oscillating every 20 s in the first 80 s and remains
at constant rate in the last 40 s. The total network size of the
switches is set to 56 with half of the switches serving type I
arrival stream and the other serving type II arrival stream. In
addition, the edge-to-cloud distance is set to be 100 km.

In the first region, type I arrival stream remains slightly larger
than type II. Using the ECSDN algorithm, the mode of opti-
mization remains in delay-objective. In the second region, the
arrival rate of type II arrival stream is much higher than type I. In
this situation, the computation resource remains sufficient and
optimization stays in the delay-objective mode.

Focusing on rapid traffic fluctuations in shorter intervals, the
third region can be further divided into two sub-regions 3-1 and
3-2, respectively. In region 3-1, the arrival rate declines and
transforms back to the pattern in region 1. In region 3-2, type I
arrival stream boosts up to the second phase while type II arrival
stream drops back to the original value.

For the fourth region, type I arrival stream is with high arrival
rate while type II arrival stream oscillates back to a value higher
than type I arrival stream. In this region, the total arrival is
boosted to high-level and the computational resources become
unaffordable for the controllers to satisfy the QoS requirements
of both types. The optimization procedure, therefore, changes
to the fairness-objective mode.

In the fifth region, the arrival rate drops and transforms back to
the pattern in region 3.2. In this region, computational resources
are satisfied and the optimization returns to the delay-objective
mode. In the final region of the scenario, the arrival rate of both
type I and type II arrival stream is set to the original value in the
first region. In this condition, computational resource is satisfied
and the optimization in ECSDN returns back to delay-objective
mode.

C. Performance Evaluation Under Different Arrival Patterns

It can be clearly observed in Figs. 6 and 7 that the ECSDN al-
gorithm outperforms the Greedy scheme in the two performance

Fig. 6. Mean packet delay over time.

Fig. 7. Packet overdue ratio over time.

metrics, packet delay, and overdue ratio. The performance eval-
uations in Figs. 6 and 7 can be further divided into six regions
according to the traffic arrival patterns. In order to observe both
the transient and steady-state behavior of the flows, all regions
are separated into equal time intervals with 20 s each in that the
transient states last for around 18 s.

In region 1 (see Figs. 6 and 7), the mean packet delays of
type I and type II arrival streams are both 0.08 ms and the
packet overdue ratio of the two types are below 1% as required.
However, using the Greedy approach, the mean packet delay
approximates 0.82 ms for both and the packet overdue ratio
for both types of applications are greatly violated against the
requirement. It can be observed that ECSDN achieve greater
performance than Greedy.

In region 2, although the mean packet delay of both arrivals in-
creases under ECSDN, it only causes an average amount of 0.16
ms delay on the packets, compared with the delay of 0.83 ms
in Greedy. This proves the stability of the ECSDN algorithm
during high traffic load. For the performance on packet overdue
ratio, Fig. 7 shows that the ratios of both types are significantly
improved in ECSDN. However, the ratio of type II delay vio-
lation only becomes higher than the 1% requirement during a
transient period and it soon becomes satisfied with the require-
ment after entering the steady state.
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Fig. 8 Relationship of delay and network size for type I.

In region 3-1, computational resources are satisfied and
the optimization returns to the delay-objective mode. The
packet overdue ratio of both types in ECSDN drops back
rapidly within the delay bound as expected while Greedy does
not.

In region 3-2, computational resources remain sufficient and
the optimization stays in the delay-objective mode. The amount
of the mean packet delay in ECSDN is much smaller than Greedy
by 0.6 ms. The overdue ratio in ECSDN for both types of ap-
plications are within the 1% requirement, while Greedy stays
highly violated above.

In region 4, the mean packet delay of both types of appli-
cations raises up to approximately 0.33 ms in ECSDN, while
in Greedy, the mean packet delay of both types of applications
approximates 0.83 ms. The packet overdue ratio of either type
of application is over 1% requirement in ECSDN. However,
the ratio in ECSDN is still relatively small, compared with the
Greedy scheme.

Other than the performances, the effectiveness of fair re-
source allocation in fairness-objective mode is demonstrated in
region 4. From 60 s to 70 s, type II packet overdue radio is over
1% while type I packet overdue radio remains less than 1%.
However, from 70 s to 80 s, the effect of fairness optimization
now plays a role. The delay bounds for the two types are shifted
to the same enlarged delay bound causing type I packet over-
due ratio to exceed the 1% requirement and its performance is
better than that of type II. Since the original delay bound for
type II application is smaller, it can be expected that its packet
overdue ratio stays higher than type I when the delay bounds
of the applications are both shifted to the same enlarged delay
bound.

In regions 5 and 6, the arrival pattern and optimization mode
is similar to region 3-2 and region 1. Thus, the simulation result
are as expected.

D. Relationship of Network Size and Delay

In this section, the average arrival rate of flow signal-
packets in each switch is approximately λ = 100 (packets/s).
The network size is the number of switches in the net-
work, and the simulation results are shown in Figs. 8 and 9.

Fig. 9. Relationship of delay and network size for type II.

For both methods, delay increases as the network size grows
large. Even in the conditions of fair resource allocation
and strict QoS requirements, ECSDN still outperforms the
Greedy scheme on delay performances in different network
scales.

When the size of the network is small, the difference on delay
time between Greedy and ECSDN is significant. For instance,
when the size of the network is 150 (switches), the average delay
in ECSDN is about 7 × 10−2(ms), while in the Greedy scheme,
the value of average delay approximates 0.42(ms). Under con-
ditions of serving a large network, i.e., when the size approaches
1000, the average delay in ECSDN is about 0.13(ms), while in
the Greedy scheme, the value of average delay is still close to
0.42(ms).

From the result shown in Fig. 7, it can be observed that the
optimization mode of the system changes into fairness objective
with network size larger than 782. Figs. 8 and 9 show that the
performance in controller delay outperforms Greedy when the
scale of network approaches 2500. However, as the network
size exceeds 2000, the control plane delay in both algorithms
increase to millisecond scale. This delay is higher than that
of greedy but is still within 4 ms. In conclusion, the ECSDN
algorithm has more flexibility and effectiveness even in various
network size.

E. Relationship of Affordable Network Size and Edge-Cloud
Distance

In this section, the average arrival rate of flow signal-packets
in each switch is approximately λ = 100 (packets/s). An af-
fordable network size refers to the size that the QoS of both
applications in the network can be satisfied. The affordable net-
work size varies along with the edge-to-cloud distance in a non-
linear relationship given in Table II. When the edge-to-cloud
distance is 10 km, the controllers are capable of affording a
large network with 1656 switches. When the distance increases
to 1000 km, the affordable size decreases to only 644. The 958-
switch difference in affordable size between 10 and 100 km is
much larger than the 54-switch difference between 100 km and
1000 km. This nonlinear relationship between network size and
edge-cloud distance indicates the importance in the allocation
of the cloud.
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TABLE III
RELATIONSHIP OF AFFORDABLE NETWORK SIZE AND EDGE-CLOUD DISTANCE

TABLE IV
RELATIONSHIP BETWEEN UTILIZATION OF CLOUD VM AND

EDGE-CLOUD DISTANCE

F. Relationship of Utilization and Edge-Cloud Distance

In this section, the network size of the system is set to
1500, representing a large-scale network. The data-packet ar-
rival rate of each switch being λ = 100 (packets/s) operating in
the ECSDN algorithm. When the edge-cloud distance increases,
the utilization of the controller (cloud VM) will decrease as
shown in Table IV. This indicates that the location of a data
center for the cloud controller should be set within a certain
range of distance to achieve better performance. As observed
from the simulation result, when the distance between edge and
cloud approaches 1000 km, the utilization of the cloud con-
troller is only 34.4%, while when the distance of the cloud is
only 10 km far away from the edge, the utilization of the cloud
controller approaches 60.9%.

When the edge-to-cloud distance is between 100 and
1000 km, the drop in utilization due to the network size in-
crease is only 7.1%. When the distance is 10 and 100 km, the
difference is approximately 20% between conditions. The uti-
lization of the cloud also becomes much smaller when the cloud
is 100 km away from the edge, as compared to the situation when
the location of the cloud is within 10 km of the local controllers.
This coincides with the results concluded from Table III. The
simulation results show a significance impact of edge-to-cloud
distance on the system performance. It also shows a new and
great significance in capacity improvement when a cloud con-
troller appropriately installed. Meanwhile, we have shown in
our example that this arrangement can support at least 1000
extra switches.

V. CONCLUSION

In large-scale networks, controllers are required to process
millions of flow signals per second without compromising the
QoS of network applications. Well equipped to improve SDN’s
efficiency on large-scale networks and to make the best use
of resources in the control plane, the proposed HECSDN con-
troller system can dispatch certain computation workload to the
cloud controller and handle various traffic conditions and fluc-
tuations. As observed from the simulations, the system’s perfor-
mance remains highly stable even under highly fluctuating traffic
loads.

Moreover, the system can strongly support large-scale net-
works under high standards of QoS. When the distance between
the edge and the cloud is within 10 km, the HECSDN system

allows 99% of the arrival data flows with at least 1656 switches to
satisfy the QoS requirements and ensure fair resource allocation
according to the Minimax criteria on the extra guard interval. In
summary, the proposed controller system has proved effective
on large-scale SDN without sacrificing the overall performance
and the QoS of various network applications.
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